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Abstract

Animal Re-ID is crucial for wildlife conservation, yet
it faces unique challenges compared to person Re-ID.
First, the scarcity and lack of diversity in datasets lead
to background-biased models. Second, animal Re-ID de-
pends on subtle, species-specific cues, further complicated
by variations in pose, background, and lighting. This study
addresses background biases by proposing a method to sys-
tematically remove backgrounds in both training and eval-
uation phases. And unlike prior works that depend on pose
annotations, our approach utilizes an unsupervised tech-
nique for feature alignment across body parts and pose
variations, enhancing practicality. Our method achieves su-
perior results on three key animal Re-ID datasets: ATRW,
YakReID-103, and ELPephants.

1. Introduction

While Person Re-identification (Re-ID) has seen consider-
able advancements [1, 4, 6, 7, 11, 16, 20, 23, 25, 28–31, 33],
animal Re-ID [13, 15, 32] remains underexplored despite
its significance in both industrial and conservation con-
texts. Traditional animal identification methods are labor-
intensive and impractical for large populations, highlighting
the need for improved automated Re-ID techniques [22].

Animal Re-ID faces unique challenges, including small
non-diverse datasets leading to background bias, greater
variations within an individual and smaller variations be-
tween different individuals compared to humans. These
challenges necessitate animal-specific Re-ID methods.

This study focuses on Re-ID for elephants, yaks, and
tigers, emphasizing the importance of feature alignment
across pose variations due to their four-legged nature and
the variability in their appearances. Unlike prior works
[14, 18, 19, 25] that depend on pose annotations, our ap-
proach employs an unsupervised learning method [27] to
identify semantically similar animal parts, enhancing Re-ID
performance.

Figure 1. Proposed Animal Re-ID Approach: Addressing back-
ground bias in Re-ID models, our method masks out backgrounds
to focus on the animal. It learns part-aware representations, ensur-
ing consistency across subjects. Part-aware features are merged
and a final Re-ID score is computed via cosine similarity.

Our contributions illustrated in Fig. 1 include: (i) Reduc-
ing background bias by creating and sharing background-
free images, (ii) Utilizing an unsupervised method for learn-
ing part-based descriptors, thereby improving Re-ID accu-
racy without needing pose annotations and (iii) assessing
the transferability of our method between different species,
demonstrating the feasibility of transferring pose alignment
across various species.

2. Method
We present our approach for Animal Re-ID, starting with
our technique for background removal to focus evaluation
on animals rather than their surroundings. Next, we out-
line our Re-ID model’s architecture and training approach.
Lastly, we detail our integration of unsupervised landmark
detection with our model to enable the learning of part-
aware representations.

2.1. Background and Re-ID

Background overfitting is a significant issue in animal Re-
ID, exacerbated by small dataset sizes and repetitive back-

The code is made available in the following link: https://
github.com/Chloe-Yu/Animal-Re-ID
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Figure 2. Bias Towards Background: On the left, we display samples from the YakReID-103 dataset. Utilizing features from the
PGCFL [19] model, we identify the nearest neighbors. Each image’s entity label is presented in the bottom-left corner. The retrieved
images showcase four distinct entities, all sharing a remarkably similar background. This indicates that distances in the feature space
are significantly influenced by background similarities. On the right, we exhibit the outcomes of our proposed background segmentation
protocol. The top-left image is the original, the bottom-left depicts results from SAM, the bottom-right from ISNet, and the top-right
combines outputs from both SAM and ISNet.

grounds. It is particularly problematic in real-world scenar-
ios where the same entity can be seen with lots of different
backgrounds. We illustrate this problem on the left side of
Fig. 2.

To counter this, we diverge from previous strategies that
adapt models to ignore backgrounds. Instead, we propose
altering the data by removing backgrounds from all im-
ages using segmentation models ISNet [2] and SAM [12].
We combine both models to produce refined segmentation
masks, balancing ISNet’s completeness with SAM’s preci-
sion, particularly for distinguishing animal parts like tusks
and horns. To get the best of both worlds, we combine both
approaches to obtain foreground mask Mx from a given im-
age x as :

Mx =
⋃

{m|m ∈ SSAM (x) ∧ h(m;SISNet(x)) < Θ)} ,

(1)
where SSAM (x) are processed object masks from SAM,
and SISNet(x) is the output mask from ISNet. h is a cri-
terion (such as IoU) that filters SSAM (x) given SISNet(x)
with threshold Θ. We provide additional details about the
criterion in the supplementary material.

The combination of both models yields better segmenta-
tion masks as shown in Fig. 2. In the following sections, we
use this segmentation protocol to extract foreground masks
for the different benchmarks and mask out the background
both during training and evaluation. Code and processed
images will be made available to facilitate replication and
further research.

2.2. Re-ID Approach

Formalism

In a standard Re-ID scenario, given a query image q of di-
mensions w × h × 3, the goal is to rank a gallery set of

N images G = {gj}N1 to find those matching the query’s
identity. Images are ranked based on the cosine similar-
ity between the query representation f(q) ∈ Rd and each
gallery image representation f(gj) ∈ Rd, calculated as
c(f(q), f(gj)) =

⟨f(q),f(gj)⟩
∥f(q)∥ ∥f(gj)∥ . Here, f is the embedding

function into a d-dimensional Re-ID space, parametrized
by θ. The training process focuses on optimizing θ. The
gallery encompasses one or multiple images of each unique
animal identity, with a total of Cid identities (Cid <= N ).

Architecture

Consistent with prior Animal Re-ID studies [19, 32], our
model employs a modified SE-ResNet50 [9], following
adaptations in [21]. We utilize the initial five convolutional
blocks of SE-ResNet50. The output from the fifth block is
processed through a Global Average Pooling (GAP) layer
[17], condensing spatial dimensions into 1D vectors. These
vectors are then passed through a sequence comprising a
linear layer, batch normalization [10], and dropout [24],
producing the Re-ID vector representation. For identity
and orientation classification, the Re-ID features are further
passed through two linear layers to produce the final logits.

Formally, for an input image x ∈ (0, 255)W×H×3, our
Re-ID model operates as:

x
BR7−−→ x̄

SE7−→ F
GAP7−−→ G

FCθ17−−−→ f(x)
FCθ2:37−−−−→

ŷlr

ŷid
, (2)

where BR denotes the background removal step, producing
the background-free image x̄. SE corresponds to the first 5
layers of a pre-trained SE-ResNet50. F in Rw×h×dse cor-
respond to the activation of the fifth layer. G in Rdg is the
output of the Global Average Pooling operation. f(x) ∈ Rd

is the Re-ID representation, and ŷlr ∈ R1 and ŷid ∈ RCid
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Figure 3. Overall architecture: Left - proposed model’s architecture. Input is a single image, processed through the first 3 layers of
backbone and a convolutional block to extract DVE features Φ(x). Features produced after the fifth backbone layer continue to global
average pooling and a linear layer for Re-ID features f(x), then pass through two classification heads for ID class and orientation prediction
via linear layers and softmax operations. Right - LDV E for part-aware representation.

are orientation and identity classification logits respectively.
The complete architecture is shown in Fig. 3.

2.3. Part-aware Feature Learning

Identifying individuals within the same species depends on
fine body part details, such as tigers’ stripes [8], yaks’ horns
and fur, or elephants’ ears and tusks. Part-based Re-ID
methods, which are effective [15, 18], usually need pose
annotations. Our unsupervised method leverages the De-
scriptor Vector Exchange (DVE) for learning part-specific
features without posture labels, using DVE’s technique for
unsupervised dense landmark prediction [27].

DVE’s local image descriptors are designed to be equiv-
ariant to transformations and invariant to variations within
a category. The DVE objective function is:

LDVE =
1

|Ω|2

∫
Ω

∫
Ω

∥v − gu∥p(v|u; Φ,x,x′,xα)dudv ,

(3)
where Φ is a projection from the image domain to the local
descriptors domain, g is a random warping function, x is an
image, and x′ = gx its deformation. p(v|u; Φ,x,x′,xα) is
the probability of pixel u in image x matching with pixel v
in image x′. The probability computation uses an auxiliary
image xα to make the local descriptor invariant to intra-
category variations. For more information about the DVE
objective function please refer to [27].

DVE for Re-ID DVE descriptors are invariant to intra-
category variations, meaning similar parts across different
subjects (e.g. left leg of a tiger) will have comparable de-
scriptors. Leveraging this, we incorporate the DVE property
into our Re-ID model by using the DVE loss LDVE to re-
fine our model’s features. Specifically, the activation of the
third convolutional layer of the SE-ResNet is fed into an ex-
tra convolution layer to get the descriptors Φ(x) on which
LDVE is applied.

Formally, those local descriptors are the results of the
following steps:

x
BR7−−→ x̄

SEc1:37−−−−→ F′ CONV7−−−→ Φ(x̄) , (4)

F′ in Rw′×h′×d′
se correspond to the activation of the third

layer. Φ(x̄) in Rw′×h′×ddve is the DVE feature.
The output resolution of our model’s backbone is re-

duced by a factor of 8 compared to the input image. Given
that the resolution post-5th layer is too low for effective lo-
cal descriptor learning via DVE, we opt to apply the DVE
objective at a higher resolution stage, specifically after the
third layer of the SE-ResNet, where the output is only
downscaled by a factor of 4. Fig. 3 illustrates how LDVE is
obtained.

2.4. Loss Function and Training

In addition to LDVE , our model incorporates standard Re-
ID losses similar to those in prior studies [19, 32]. The loss
function comprises two classification losses—one for orien-
tation and another for identity—along with a loss for learn-
ing the Re-ID representation. The classification losses read
as follows:

LID = −
Cid∑
c=1

ycid log(ŷ
c
id) , (5)

LLR = −(ylr log(ŷlr) + (1− ylr) log(1− ŷlr)) , (6)

where Cid is the number of entity classes, yid and ylr is the
ground truth label for entity and orientation, respectively.

For learning the Re-ID representation, we diverge from
the common use of triplet loss in previous studies and in-
stead utilize circle loss [26]. Given a sample x, let’s con-
sider K within-class and L between-class similarity scores,
denoted by sip(i = 1, 2, ...,K) and snj (j = 1, 2, ..., L), re-
spectively. The formulation of the circle loss is as follows:

LreID = log

 L∑
j=1

exp
(
γ[sjn +m]+ × (sjn −m)

)
×

K∑
i=1

exp
(
−γ[−sip + 1 +m]+ × (sip − 1 +m)

)]
,

(7)
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Masked Backgrounds ATRW

Train Test mmAP R@1(s) R@1(c)

74.5 95.7 90.3
✓ 60.2 88.6 83.4

✓ ✓ 66.9 90.8 86.3
✓ 73.4 96.9 89.7

Table 1. Background Bias Measurement Using the ATRW
dataset, we assessed background bias in the PGCFL re-ID model.
Training on original images led to performance collapse with
masked backgrounds, highlighting benchmark bias and its effect
on the model. Training on images with masked backgrounds im-
proved model performance, which further enhanced with back-
ground inclusion.

where γ is the scale factor and m is the margin.
The overall objective function used during training is as

follows:

L = LID+LLR+λreID×LreID+λDVE×LDVE , (8)

where λreID and λDVE are hyperparameters allowing to
tune respectively the strength of LreID and of the regular-
ization effect of LDVE .

3. Experiments
In the following, we first describe the datasets, metrics and
training procedures. Then, we investigate the effect of back-
ground removal on Re-ID performance. Finally, we show
the benefit of the proposed part-aware features through a
series of quantitative and qualitative evaluations.

Datasets The ATRW dataset [15] is the largest wildlife
Re-ID dataset, featuring 182 entities across 92 tigers, with a
training set of 1,887 images from 107 entities and a test set
of 1,762 images from 75 entities, without utilizing provided
pose annotations. YakReID-103 [32] includes 1,404 train-
ing images of 121 entities, and we only use the hard-testing
subset of 433 images, where similar poses and backgrounds
are excluded. ELPephants [13] contains 2,078 images of
276 elephants. We manually completed the dataset’s par-
tial heading direction annotations and included only enti-
ties with multiple side-view images. It’s split into 1,380
training and 380 testing images without predefined bounds.
Each dataset ensures no entity overlap between training and
testing, considering each side of an individual as a distinct
entity.

Metrics The evaluation employs mean average precision
(mAP) and recall at 1 (R@1), with AP calculated per query

Figure 4. Visualization of the feature learned with LDV E The
first two rows show intra-species part alignment, the next two rows
demonstrate that a model trained solely on tiger can generalize to
other species and maintain alignment even in inter-species sce-
nario. The final row is the results from the PGCFL baseline. In
each row, the green dot in the left image is the local query, while
the red dot in the center image indicates its matching point. The
right-most image provides a heatmap overlaid on the target image,
showcasing the similarities between the local query and the center
image.

from ranked gallery lists. For ATRW, metrics are sep-
arately computed for single-camera (R@1(s)) and cross-
camera (R@1(c)) settings, with mmAP as their average.
YakReID-103 and ELPephants lack camera data, consider-
ing any same-entity gallery image as positive.

Implementation details Utilizing SE-ResNet50 pre-
trained on ImageNet as the backbone, similar to PGCFL and
PPGNet, our model is developed in Pytorch and operates on
an Nvidia A100 GPU. Images are resized to 224x224, with
data augmentation including random cropping, patch eras-
ing, and flipping, adjusting orientation labels accordingly.
Training ceases after 80 epochs for ATRW and YakReID-
103, and 100 for ELPephants, starting with a fixed back-
bone for the initial three epochs. The learning rate is set at
0.001 for the backbone and 0.01 for other layers, reduced
by tenfold after two-thirds of the epochs. SGD optimizer
is used with momentum 0.9, weight decay 5e − 4, label
smoothing 0.1, and a batch size of 30. Parameters dDVE ,
λreID, and λDVE are set to 64, 2, and 0.2 respectively, em-
ploying Circle Loss with γ of 64 and m of 0.25.

For testing, features from the original and flipped im-
ages are concatenated for the Re-ID score, incorporating a
re-ranking strategy for ATRW results. Despite not being
discussed in the original works, we experimented with a
vanilla triplet sampling strategy for batch processing, en-
suring adequate negative samples for Circle Loss.
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ATRW YakReID-103 ELPephants

Methods Org. Re-ID Task Pose GT mmAP R@1(s) R@1(c) mAP R@1 mAP R@1

CLIP-Re-ID ViT [16] Person ✗ 56.5 86.3 72.0 49.8 82.2 12.7 25.3
PPGNet R-50 [18] Animal ✓ 68.3 81.2 81.1 - - - -
ResNet50 [5] Animal ✗ 65.9 91.1 83.4 60.9 86.0 20.0 33.9
ViT [3] Animal ✗ 65.5 90.3 79.4 61.3 88.4 20.6 36.8
PGCFL [19] Animal ✗ 66.9 90.8 86.3 55.8 82.7 18.5 33.4
Ours Animal ✗ 68.6 92.0 84.6 61.0 89.4 24.3 38.7

Table 2. Comparison to State-of-the-Art: Our method is evaluated on three datasets, each representing a different species: ATRW
(Tiger), YakReID-103 (Yak), and ELPephants (Elephants), originally proposed for various Re-ID tasks. Results from images with masked
backgrounds, detailed in Sec. 2.1, are highlighted. Our model achieves top performance, surpassing existing baselines in mAP on ATRW
and ELPephants, even outperforming PPGNet, which utilizes extra pose labels. For results on original images see supplementary material.

Effect of Background Removal As can be seen in Tab. 1
background removal significantly impacts performance,
with a mmAP decrease of 10.2% when training and test-
ing without backgrounds, versus a 19.2% drop when test-
ing a full-image trained model on a masked background.
However, models trained on masked backgrounds can still
leverage backgrounds in testing, with an observed 9.7%
mmAP increase, suggesting the importance of background-
independent Re-ID models. Subsequent results are reported
using masked backgrounds to emphasize identity recogni-
tion regardless of the background.

Comparison to State-of-the-Art Our method surpasses
existing models like PGCFL [19], PPGNet [18] (ATRW
challenge winner), CLIP-Re-ID [16] (a recent person Re-ID
method), and baselines with ResNet50 and ViT backbones
using Lbase = LID +LLR + λreID ×LreID. Specifically,
PPGNet, which depends on ground-truth poses, is evaluated
solely on ATRW. Results can be found in Tab. A.4. Our ap-
proach leads in mmAP and R@1(s) on ATRW, equals ViT
in mAP, and excels in R@1 on YakReID-103, while sig-
nificantly outperforming all on ELPephants by a 5.8 mAP
margin against PGCFL. CLIP-Re-ID’s adaptation to animal
datasets is hindered by greater intra-identity variations in
animals, a challenge not as prevalent in human subjects.
Although PCN-RERP shows promising mAP on YakReID-
103, it’s limited to datasets featuring animals in standing
postures. Results without background masking are provided
in supplementary material.

Qualitative Analysis of DVE. DVE helps the model em-
bed body part information in its activation. Features for a
given body part will share similarity across different enti-
ties. This helps align body parts and thus facilitates Re-ID.
As shown in the two top rows of Fig. 4, when visualizing
the descriptors Φ(x) learn through the loss LDVE we can
successfully match body parts.

Towards transfer between species. We also investigate
the possibility of transfer between species. Using a model
trained on tigers, we visualize third-layer features of the Re-
ID backbone on yaks and elephants. While tigers, yaks,
and elephants have widely different shapes and being only
trained on tigers, our model was able to match body parts
across species as seen in rows 3 and 4 of Fig. 4.

3.1. Limitations

Background removal. There are cases where both ISNet
and SAM fail. In these cases, the combination of the two
methods does not help. But these are rare cases and are
usually linked to low image quality.

Inter-species transfer. While the proposed approach
showed promising results on inter-species transfer, it also
struggled in some specific cases. A model trained only on
tigers has difficulty matching horns between yaks or tusks
between elephants. We further illustrate these failure cases
in the supplementary material.

4. Conclusion

We have introduced a novel method to advance animal
re-identification. Our approach diverges from prior work
by learning part-aware features in an unsupervised man-
ner. Furthermore, by automatically masking the back-
ground, we not only address a recurrent challenge in an-
imal Re-ID benchmarks but also effectively reduce the
model’s inclination to overly focus on the background.
Lastly, we demonstrated that our approach represents an
initial step towards the inter-species transferability of Re-
ID models. In future studies, we plan to further re-
fine our method’s inter-species generalization capabilities
by leveraging additional multi-species unsupervised train-
ing.
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Addressing the Elephant in the Room: Robust Animal Re-Identification with
Unsupervised Part-Based Feature Alignment

Supplementary Material

In the supplementary material accompanying this paper,
we offer enhanced visualizations that highlight the com-
plexities involved in animal re-identification. Additionally,
we conduct a comprehensive ablation study to assess the
impact of each component within our proposed model. We
also present qualitative results to demonstrate the model’s
performance, provide an in-depth analysis of the model’s
capability to transfer knowledge across different species,
and furnish supplementary details regarding the implemen-
tation. Our aim is to provide a thorough understanding of
our approach and its underlying mechanisms.

A.5. Challenge of Animal Re-ID
Telling apart different entities of the same animal species is
a subtle task, as shown in Fig. A.5, one really needs to look
at specific details of the distinguishing body part. For tigers,
identification is usually based on body stripe patterns [8].
For yaks, it is mostly their horns, sometimes fur and texture
can help. For elephants, ears and tusks are important for
identification. Matching the same body part between differ-
ent entities is key to improving the Re-ID performance.

Figure A.5. Sample images from YakReID-103 and ATRW and
ELPephants. In each row, the first two images are of the same
entity while the last image is of another.

A.6. Ablation study.
To understand which element of our model contributes to
its overall performance we conduct an extensive ablation
study, Tab. A.3 on ATRW, to test the impact of each in-
dividual loss (LDVE , LID, LreID, LLR) as well as the

Model Components ATRW

LDVE LID LReID LLR B.S. mAP R@1(c)

✓ 54.6 74.9
✓ 56.3 72.0

✓ ✓ 54.4 69.7
✓ ✓ 61.4 81.1

✓ ✓ 60.5 76.6
✓ ✓ ✓ 63.4 78.9

✓ ✓ ✓ ✓ 63.4 78.3
✓ ✓ ✓ ✓ 63.2 80.6

✓ ✓ ✓ ✓ ✓ 64.9 82.9

Table A.3. Ablation study. We study the influence of 5 differ-
ent components of our approach: The impact of our 4 objective
functions, and the batch sampling strategy (B.S.).

batch sampling strategy. The metric-based loss LreID per-
forms better than the classification loss LID as the former
learns more generalized feature representation. The use of
orientation loss LLR in conjunction with LreID and LID

consistently boosts the performance, suggesting the impor-
tance of the pose information. LDVE loss and batch sam-
pling, together, further improve the mAP score by 2.4%.
This makes it evident that DVE loss helps to leverage an-
imal part-specific information for better Re-ID. All results
reported in this ablation study are without re-ranking.

A.7. Detailed Comparison to State-of-the-Art

Baselines. We compare our approach to PGCFL [19],
PPGNet [18] the winner of the ATRW challenge, CLIP-Re-
ID [16] a recent person-reid method, and two other base-
lines: First a simple baseline using a ResNet50 backbone
trained with Lbase = LID +LLR + λreID ×LreID. Then,
a baseline using a more modern ViT [3] backbone is trained
with Lbase as well. PPGNet is run for 160 epochs and we
followed the experimental settings from the original work.
For the two training stages of CLIP-Re-ID, the ResNet-
based model run for 120 and 60 epochs, and the ViT-based
model run for 60 and 80 epochs. The rest of the exper-
imental settings adhere to the CLIP-Re-ID original work.
For all other methods, we use the same experimental setting
previously described. PPGNet relies on groundtruth poses

1



ATRW YakReID-103 ELPephants

Methods Org. Re-ID Task Pose GT mmAP R@1(s) R@1(c) mAP R@1 mAP R@1

Masked Backgrounds

CLIP-Re-ID R-50 [16] Person ✗ 54.4 82.6 71.4 48.2 85.6 13.1 25.5
CLIP-Re-ID ViT [16] Person ✗ 56.5 86.3 72.0 49.8 82.2 12.7 25.3

PPGNet R-50 [18] Animal ✓ 68.3 81.2 81.1 - - - -
ResNet50 [5] Animal ✗ 65.9 91.1 83.4 60.9 86.0 20.0 33.9
ViT [3] Animal ✗ 65.5 90.3 79.4 61.3 88.4 20.6 36.8
PGCFL [19] Animal ✗ 66.9 90.8 86.3 55.8 82.7 18.5 33.4
Ours Animal ✗ 68.6 92.0 84.6 61.0 89.4 24.3 38.7

Original Backgrounds

CLIP-Re-ID R-50 [16] Person ✗ 63.6 94.0 81.7 41.4 82.2 3.7 10.8
CLIP-Re-ID ViT [16] Person ✗ 61.4 90.0 83.4 50.0 83.7 3.9 12.6

PPGNet R-50 [18] Animal ✓ 77.9 99.4 90.8 - - - -
PGCFL [19] Animal ✗ 74.5 95.7 90.3 64.3 91.8 10.7 24.7
PCN-RERP [14] Animal ✗ - - - 68.6 91.8 - -
Ours Animal ✗ 76.2 95.7 88.0 66.1 92.3 14.1 30.3

Table A.4. Comparison to State-of-the-Art: Our method is evaluated on three datasets, each representing a different species: ATRW
(Tiger), YakReID-103 (Yak), and ELPephants (Elephants), originally proposed for various Re-ID tasks. Results from images with masked
backgrounds are highlighted. Our model achieves top performance, surpassing existing baselines in mAP on ATRW and ELPephants, even
outperforming PPGNet, which utilizes extra pose labels. When considering original images, our model outperforms PGCFL across all
datasets and matches PPGNet on ATRW. CLIP-Re-ID, designed for person Re-ID, fails to generalize to animals due to high intra-class
variations. PCN-RERP performs well on Yak dataset but lacks generalization to non-standing animal postures.

and therefore the evaluation is only shown on the ATRW
dataset. Additionally, we compared with PCN-RERP [14]
who report their method on YakReID-103 dataset.

Results. In Tab. A.4, our approach outperforms prior
state-of-the-art models on the ATRW dataset for mmAP and
R@1(s). On the YakReID-103, it matches the ViT base-
line in mAP, and outperforms all in terms of R@1. On the
ELPephants dataset, it significantly outperforms all base-
lines with a margin of 5.8 mAP points w.r.t. PGCFL. CLIP-
Re-ID baseline originally proposed for person re-id task
fails to generalize on the animal dataset. This can be at-
tributed to the fact of higher intra-identity variations occur-
ring in animals than in persons, which CLIP-based models
fail to capture. CLIP-based models are better known for
their zero-shot inter-class/identity classification. For com-
pleteness, we also provide results on the original benchmark
without masking backgrounds. Here, overall metrics are
higher but the ranking of the different baselines is similar.
PCN-RERP [14] has better overall mAP on Yak dataset but
this approach cannot be generalized to dataset where ani-
mals are in the non-standing posture.

A.8. Background removal criterion
In the proposed protocol to remove the background, we ag-
gregate the object masks generated by SAM if they satisfy
a criterion h(m;SISNet(x)) ≥ Θ. The function h is manu-
ally tuned to better fit each dataset. We list the criteria used
for each dataset here.

For ATRW we used:

h(m;SISNet(x)) =
|m ∩ SISNet(x))|
|m| ∪ |SISNet(x)|

≥ 0.3 (9)

For ELPephants we used:

h(m;SISNet(x)) =
|m ∩ SISNet(x))|

|m|
≥ 0.5 (10)

For YakReID-103 we directly used the output from SAM
predictor, no filtering was applied.

A.9. Additional Qualitative Results
We provide further results for transfer between species. In
Fig. A.6 we show that the local descriptors learned by our
approach also work for models trained on elephants or yaks,
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Figure A.6. Intra-Species visualization of SEResNet trained
with DVE loss. In each row, the red point from the left-most im-
age is queried in the second image, and the red point in the middle
image is its matching point, the right-most image is a heatmap
of cosine similarities between the middle image and the red point
in the left-most image. Interestingly, the last row show that even
when images are of bad quality and of different views, the match-
ing can be good.

Figure A.7. Inter-Species visualization of SEResNet trained
with DVE loss. In each row, the red point from the left-most im-
age is queried in the second image, and the red point in the middle
image is its matching point, the right-most image is a heatmap of
cosine similarities between the middle image and the red point in
the left-most image.

even in challenging scenarios with low-quality images (and
failed background removal). In Fig. A.7 we provide addi-
tional results for the matching of local DVE features across
species. Finally in Fig. A.8 we compare this transfer capa-
bility with two baselines: PGCFL and ResNet50. In both
cases, they fail to match body parts, confirming that the

Figure A.8. Visualization of yak-elephant body part matching
using features from the third layer of different models trained
on tigers. In each row, the red point from the left-most image
is queried in the second image, and the red point in the middle
image is its matching point, the right-most image is a heatmap of
cosine similarities between the middle image and the red point in
the left-most image. From top to bottom, each row correspond to
our model, PGCFL and Resnet50 respectively.

matching capacity of our model is indeed coming from the
use of LDVE .

A.10. Transfer Quantitative Evaluation
We provide a quantitative evaluation of transfer between
species. Results can be found in Tab. A.5. While per-
formance on transfer is lower than the supervised model,
the model still manages to transfer some knowledge across
species. Note that those performances are obtained on the
masked background so the model can only rely on the ani-
mal’s appearance.

A.11. Hyperparameters
Our method relies on two main hyperparameters, λDVE and
λreID. For λDVE we tested values in the range [0, 2] with
0.2 increments and settled on the value 0.2. For λreID we
tested values 1, 2, 5 and settled for 2 .

A.12. Code
The code is provided in the following link: https://
github.com/Chloe-Yu/Animal-Re-ID. It con-
tains all the scripts necessary to generate the masked back-
ground benchmarks and train and evaluate the proposed
model.

A.13. Data
We provide the complete heading direc-
tion annotation for the ELPephant dataset in
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ATRW YakReID-103 ElPephants

Training Data mmAP R@1(s) R@1(m) mAP R@1 mAP R@1

ATRW 68.6 92.0 84.6 35.9 73.1 6.7 17.6
YakReID-103 49.5 80.9 70.9 61.0 89.4 6.5 16.3
ElPephants 47.2 80.9 66.3 34.5 75.0 24.3 38.7

Table A.5. Evaluation of inter-species transferability We propose to evaluate the transferability of the proposed approach between three
species: Tiger, Yak and Elephant. Each row of the table correspond to our model trained on a single species (Training data) and evaluated
on the test set of the three species. While the performance on transfer are below than the fully supervised one, the proposed model is able
to transfer meaningful representation between species.

re mapped filtered anno elephant.csv together with
our code.
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